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Recent advances in artificial intelligence (AI) have spurred 
both enthusiasm about the capabilities of the latest large 
language models (LLMs) and warnings about their ability to 
match or even surpass human intelligence. But do compari-
sons to the human brain hold when addressed from the 
perspective of neuroscience?    

This symposium co-hosted by Leopoldina and MPI for Brain 
Research will bring together experts from computer science 
and neuroscience to discuss what has and has not been 
achieved with latest advances in AI. What are and how can we 
judge the capabilities of artificial systems compared to human 
intelligence? Which aspects of LLMs are similar and decisively 
dissimilar from the way the human brain works? By which tools 
can we inspect, measure and analyze the representation and 
capabilities of LLMs? Have LLMs learned a representation of 
language that shows similarities to the one generated by our 
human brains? How can LLMs inspire advances in brain 
science? Conversely, what aspects might be missing and could 
be used to improve current LLMs (and what does “improve” 
mean, in the first place)?
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